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ABSTRACT

We introduce an interactive computer environmentfor
teaching in general surgery andfor diagnostic assist-
ance. The environment consists ofa knowledge-based
system coupled with an intelligent interface that al
lows users to acquire conceptual knowledge and clin-
ical reasoning techniques. Knowledge is represented
internally within a probabilisticframework and exter-
nally through a interface inspired by Concept Graph-
ics. Given a set of symptoms, the internal knowledge
framework computes the most probable set ofdiseases
as well as best alternatives. The interface displays
CGs illustrating the results and prompting essential
facts ofa medical situation or a process. The system is
then ready to receive additional information or to sug-
gestfurther investigation. Based on the new informa-
tion, the system will narrow the solutions with
increased belief coefficients.

INTRODUCTION

Systems designed to provide assistance in clinical rea-
soning to medical students and practitioners have to
deal with many issues. These include knowledge rep-
resentation and manipulation as well as user-machine
interaction. Among the most difficult problems are
reasoning with multiple and hierarchical causal rela-
tionships and building an intelligent user interface.
There exist numerous approaches to modelling clinical
reasoning. Among recent probabilistic causal models
are Cooper[l], Pearl[2], Neapolitan[3] and Peng-Reg-
gia[4,5,6]. The predominance of probability based
models for clinical reasoning can be attributed to the
uncertainty and incompleteness inherent in medical
knowledge. Although several other approaches have
been proposed such as weighted rule-based reason-
ing[7], fuzzy-logic theory[81, and Dempster-Shafer
theory [9], they lack either a solid theoretical founda-
tion or they are equivalent, to some extent, to a proba-
bility based model [10,11].

Intelligent interface design has also been of great inter-
est to researchers in this domain. An interface should
not only provide a user-friendly environment but also
help the user establish or evoke mental images of med-
ical concepts and their component sub-concepts. For

example, specific pathologies proposed as solutions to
diagnostic problems should be displayed in a form that
permits the user to see at a glance: the site, cause, ma-
jor manifestations, age or sex related prevalence and
wamings where needed. Concept Graphics (CGs) are
designed to give such "disease pictures"[12,13]. If
CGs of similar but different diseases are displayed, an
observer should be able to "filter out" common fea-
tures and concentrate on relevant differences. There-
fore we believe that an integration of CGs into a
clinical reasoning model will greatly enhance interac-
tion between human users and an expert system that
best serve clinical decision making and the acquisition
of medical knowledge.

Before presenting the system, we describe an example
of the target problem:
Patient: A small child of either sex, accompanied by
the mother who speaks for and about the child. The
child has recently developed the following manifesta-
tions:
-not eating well (anorexia) and has vomited once
-not as active as usual
-has constant abdominal pain, possibly on the right

side
-physical examination is inconclusive
-moderate fever
-a moderate rise in the leucocyte count discovered

through a blood analysis.

The user enters all these manifestations. According to
general causal relations and some selection criteria,
the expert system would propose the following possi-
bilities with corresponding belief coefficients:
-Appendicitis (0.2)
-Mesenteric Adenitis (0.2)
-Urinary tract infection (0.1)
-Inflamed Meckel's diverticulum (0.05)
-Pneumonia-right lower lobe (0.1)
-Gastroenteritis (0.1)
These are all of the commun diseases that could have
caused the afore-mentioned manifestations. The sys-
tem would also propose several groups of these diseas-
es, each of which is also associated with a belief
coefficient for their co-occurance.

At this stage the user enters additional information ei-
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ther of her own choice or after asking the system for
advice on the following step. If the user asks the sys-
tem for advice, the system will propose to do a chest
X-ray, a urinalysis for pus (bacteria) and a urine cul-
ture, although the surgeon can not wait for the results.
If the chest X-ray is negative and no pus is found in the
urine both pneumonia and urinary tract infection are
ruled out. The system will further ask if the fever is
very high, the abdominal pain is crampy and not con-
stant, accompanied by diarrhea and vomiting.These
manifestations would make gastroenteritis likely[16].
The additional information now entered by the user
should allow the system to narrow the choices. In our
model case, after having ruled out pneumonia, urinary
tract infection and the likelihood of gastroenteritis, the
system will display the remaining alternatives with
much more discriminative belief coefficients.
-Appendicitis (0.9)
-Mesenteric Adenitis (0.1)
-Inflamed Meckel's diverticulum (0.025)
-Gastroenteritis (0.025)
The repetitive execution of this process would help the
user to make a more and more informed and justified
choice.

SYSTEM OVERVIEW

Figure 1.

The simulator has a general architecture (Figurel)
which is similar to that of an ITS[14,15]. It is com-
posed of a user model, an expert module, a control
module and an icon-based interface. The user model
describes different categories of users according to

their knowledge levels (beginners, intermediate, and
experienced). It provides, for each level of knowledge,
a set of test questions related to relevant concepts, re-
lations and clinical reasoning techniques. It allows the
system to verify the knowledge level of the user and to
suggest appropriate instructions to the user and the
level of abstraction at which the expert system should
consider when reasoning.

The expert module, as stated earlier, is derived from
causal model of Peng-Reggia[4]. Some detailed infor-
mation about the model, as well as its extension, will
be discussed in the following paragraphs. The control
module implements general strategies that ensure in-
terface operation sequencing. Finally, the graphic in-
terface is designed to allow a user to have easy access
to other modules of the systems. While the whole sys-
tem is being implemented in the object-oriented lan-
guage c++ within X-window environment, we focus
our attention on design and implementation of the ex-
pert and the graphic interface modules.

CONCEPT GRAPHICS

Concept Graphics (CGs) are multi-iconic representa-
tions of multivariate systems [12] (Figure 2). CGs of-
fer at least two major advantages assumed to result
from -the use of Chemoff faces[17,18]. One is the inte-
gration of information achieved through the spacial
coherence of the displayed pattern or picture, making
all the information available to the observer at a single
glance. The other is the use of the human ability for
pattern recognition. Each display (CG) has its own vis-
ual "character" and can serve as a mnemonic device
for remembering the features of a situation. However,
CGs differ fundamentally from Chernoff faces be-
cause their component icons are metaphors of the sub-
concepts they represent. The icons range from simpli-
fied pictures of organs or body parts to abstract terms
such as 'pain', 'chills' or 'fear'. The difficulties en-
countered in the use of Chernoff faces, namely filter-
ing decrement, low psychophysical compatibility and
problems arising from the presence of irrelevant fea-
tures [18] may be avoided with CGs. CGs are expres-
sive, according to the definition of Mackinlay[19], in
that they encode all the essential facts of a medical sit-
uation or dynamic process and only those facts. We be-
lieve that CGs are highly effective [12]. However, as
pointed out by Mackinlay [19], no clear criteria for ef-
fectiveness with any human population are available to
date. Work is in progress on the formalization of the
semantics, syntax and grammar ofCGs which will per-
mit extention of the existing set and automated trans-
lation into and from a large repertoire of CGs
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(Kaltenbach, Gonzalez-Rubio and Preiss, unpublised).
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Figure 2. Appendicitis, Concept Graphic and glossary

The graphic interface in our system consists of win-
dow-based icons and buttons, and is designed to pro-
vide an interaction platform between the internal
expert system and users. The CGs are actually the part
of the interface that mainly represents symbolic
knowledge of manifestations, diseases and their rela-
tionships. These include general clinical knowledge as
well as specific results from diagnostic reasoning of
the system. Detailed numerical knowledge can be ac-
cessed through buttons whose activation allows to
show text information on scrolling windows. Work is
in progress to enhance the abilities of the CGs to rep-
resent numerical knowledge such as probabilities.

PENG-REGGIA's MODEL FOR KNOWLEDGE
REPRESENTATION AND REASONING

Our expert system is derived from the model of Peng-
Reggia. However, it extends this model in several
ways. Our system has the capacity to reason when the
presence or absence of certain manifestations is un-
known. It suggests further laboratory tests when nec-
essary and is capable of automatically learning, thus
increasing its clinical expertise. This model has been
chosen because the problem here consists in the iden-
tification of a set of diseases that best account for a set
of symptoms. Peng-Reggia's model is based on an ex-
tended Bayesian theory and has proved to be very use-
ful in modelling clinical reasoning of this kind.

In their approach, a diagnosis problem is characterized

as a 4-tuple:
(D, M, C, M+ )

where D is a set of diseases, M is a set of possible
symptoms (manifestations), C is a causation relation
defined on DxM, and M! is a subset ofM representing
a set ofobserved symptoms (observed manifestations).
Associated with each possible symptom d, is a prior
probability p,. To simplify, the symptoms in D are as-
sumed to be independent. A cy (0 <= c1, <= 1) in C
stands for causation strength between the disease di
and the symptom mj. cy = 0 means that di does not
cause mj at all, while a cV >0 means the strength with
which the di actually causes mj. One of their major
contributions lies on the fact that c5 is not equivalent to
the conditional probability P(mj I dD) often used in the
early Bayesian approaches. Rather, it has the advan-
tage of being unaffected by coincident disorders, i.e.
we may expect the frequency with which the d, causes
mj given di to remain stable. Finally, they assume that
each symptom inM is caused at least by some disease
in D, i.e. for each mj there exists one di such that c,j >0.

The reasoning process simulated in this model aims at
finding the most plausible set of diseases among all
possible ones (DI), a concept characterized by the
maximum of a "relative likelihood" function defined
as:

L(DI, M,M-) = LI L2 L3
where M- is the subset of symptoms which are known
to be absent, and

L](D,M+,M )= fl (1- || (1-c..))
m.eh die DI

is the likelihood that disorders inDI cause the manifes-
tations in MW.

L2 (DI, M+, M-) =

FI [I (I- c,j)
d,e Dim.e (effects (di) - )c) AK

is the likeli'hood that disorders in DI do not cause the
manifestations outside of MW. Finally

L3 (DI,M, M)= l pi-P

is the likelihood that a highly probable disorder con-
tributes significantly in the overall likelihood of a di-
agnosis DI containing di. Thus LI forces L to focus on
only diagnoses that cover or explain all manifestations
in M+, L2 encourages L to focus on "irredundant" and
"4relevant" covers, and L3 forces L to focus on more
likely or common disorders.

However, the theoretical model of Peng-Reggia makes
an unrealistic assumption on the conditional causation
independence, much the same way as other Bayesian
models assumed the independence of symptoms of a
disease. We will discuss this issu in the section below.
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Several other issues such as reasoning with hierachical
causal relations, expert knowledge acquisition and
heuristics to increase reasoning efficiency are also ad-
dressed in our system.

Conditional causation independence
In the model of Peng-Reggia, it is assumed that causa-
tion event mj:d. occurs independently of any of its con-
texts. Informally, this means that causation strength cq
is constant even though other manifestations ofdisease
di are present.

In our system, C,j is assumed to be a basic causation
strength that can be increased when other manifesta-
tions of the same disease are available:

C,j = min ( 1, cij + hij*c,j)
where h,j is a multiplier defined as:

ciihij= axpix P(ml)
mle effect (di) ok,l*j

where ax is a small positive number, typically a<O.1.
Thus the multiplier depends only on observed mani-
festations of disease di, although other observed man-
ifestations may also influence the causation strength
c4. It should be pointed out that the impact of such a
modification on the model is significant and has to be
analysed in both theoretical and practical perspectives.

Hierarchical causal relations
Another important issue on modelling of clinical rea-
soning concerns hierarchical causal relations. This is
out of the scope of the present paper because it requires
a profound re-formulation of the model. However,
some special cases could be addressed within the the-
oretical framework of the model, particularly when hi-
erarchy of manifestations (multilevels of abstraction)
are considered. More specifically, if a new and more
precise manifestation is discovered, then it can either
replace an existing manifestation or serve as evidence
to increase related causation strengths.

Acquisition of causation strengths
Causation strengths and prior probabilities of causes
are principal constituents ofour knowledge base. They
can be provided by medical experts. In fact, experts
can easily enter their knowledge into the system,
thanks to the intelligent icon-based interface. Howev-
er, because of the large number of probabilities and of
changing environment, it is important that the system
be able to learn by itself. One typical senario of the sit-
uation is that experts provides initial probabilities and
the system "modifies" these probabilties after a session
of reasoning. In another senario, the system could be
asked to learn all the probabilities based on informa-

tion from a medical database.

The basic rule for learning the probability of a random
event e is as follows:
x=x+ a*(e -x)

where x represents the expected probability to be
leamt, e = 0 or 1 depending on the outcome the random
event, and a is the learning ratio which is typically
very small. This stochastic learning rule, which is
widely used in connectionist models, can be directly
used to learn probability of a disease or a symptom.
Let's look at how it can be used to learn causation
strength. Given a tuple (D, M), mi = 1 and di = 1, ac-
cording to [5], the probability of causation event mj:d
is

C..

P(mj:di I mj = 1, di = 1) cij
1- fl (l1-Ck,)

(di,-I) e D

Let r represent the right site of the above formula. Re-
member that cij is defined as P(mj:d,Idi), an iterative
learning rule for cij based on the two above formula is:

cij = cij + a*(e(p) - Cij)
where e(p) is a random function. It equals 1 with prob-
ability p and 0 with probability I-p, while

r;+ if mj=1, di=l, mj: di present

p rr- if mj=l,d,=1, m,:di absent

l r if m> * di=°0

Where 1<4k<<1, p=l if r+P>1, p=O if r-k<0.

About searching efficiency
Finally, concerning the computation of the diagnoses,
which is computationally intractable, Peng-Reggia
proposed an efficient algorithm (see [6] for more de-
tails) for reducing the searching space. In practice,
heuristics can be used to further improve the searching
procedure. This can be done through fixing an order of
priorities on observed manifestations, including or ex-
cluding certain diseases. Again, we should underly the
importance of a graphic interface for inspiration and
manipulation.

CONCLUSION

We believe that integrating the probabilistic knowl-
edge-based system and the CGs is a promising avenue
to the creation of an efficient intelligent tutoring and
decision support system. Of the first importance, such
a system allows users to visualize final results and the
process of reasoning followed by the system, compare
visually the solutions provided by the system with
their own, and propose new tests. It also allows expe-
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rienced users to limit searching space by inclusion and
exclusion of certain diseases in the searching process,
schedule searching sequencing according to their pref-
erence (ex. based on severity or importance of mani-
festations), and to modify causal relationships.
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